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Abstract—Compared to many other energy harvesting
schemes, harvesting energy from magnetic fields offers potential
advantages for energy extraction and sensing. A magnetic energy
harvester provides great flexibility for sensors and monitoring
applications for condition-based monitoring of electromagnetic
actuators, including vibration and thermal monitoring. A core
must be managed or operated with carefully timed saturation
to ensure maximum power extraction, a complex problem given
the nonlinear saturation characteristics of a magnetic core [1].
This paper presents a simulator-friendly “circuit model” for a
magnetic core, and uses this model to design and demonstrate
several power electronic circuit solutions for harvesting energy.
The circuit model has an excellent accuracy to represent the core
regardless of the level of saturation, and the proposed design
techniques are shown by simulation and analytical results that
they substantially boost the amount of power harvest.

Index Terms—Magnetic, Energy, Power, Harvester, Saturation,
Flux, Shaping, Capacitor, Transfer, Window, Alignment, FSC,
TWA, Current-driven, Rectifier

I. INTRODUCTION

Energy available to a sensor or monitoring hardware may
be limited in situations where the sensor is only powered by
an environmental energy harvester [2], [3], [4], [5]. Available
energy and power from the harvester may profoundly limit
sample rate, data precision, signal processing, transmission
bandwidth, and data storage capacity and rates [6]. The
selection of environmental parameter from which to harvest
energy (e.g., vibration [7], [8], [9], [10], thermal gradients
[11], [12], light [13], etc.) can limit the performance and even
the possibility of a power-harvesting sensor node. This paper
considers the design of magnetic field energy harvesters and
associated power electronic circuits. These circuits are used to
create a sensor node called VAMPIRE (vibration assessment
monitoring point with integrated recovery of energy) for mea-
suring in-situ vibration, temperature, and other environmental
parameters for motors [2]. The design techniques and power
harvesting circuits presented in this paper could be applied to
many other sensing and actuation problems.

This approach uses a magnetic core configured similarly
to a traditional current-sense transformer. A line powering
a load of interest passes through the center of the core. A
relatively high-turns secondary winding is used for recovering
energy for a monitoring circuit. This paper presents three new
circuit designs to enhance the amount of extracted energy:
the flux-shaping capacitor (FSC) method, the transfer window

alignment (TWA) method, and an active rectifier. An impor-
tant analytical concept for designing these harvesters is the
“transfer window,” explained in the next section. The proposed
rectifier is to reduce the switching loss, caused by nonideal
diodes in a rectifier. To validate and verify the design of energy
harvester circuits using any of these methods, it is convenient
to have an analytical model of the highly nonlinear magnetic
core. This paper therefore begins with the development of a
“circuit-friendly” core model based on the analytical model
presented in [1]. The model will be shown to have excellent
predictive power, and will be used to design and evaluate
demonstrations of the harvesting techniques.

II. BACKGROUND

The analysis in [1] involves two load types: resistive loads
and constant voltage loads. The resistive load model is simple
and illustrative of core behaviors, but not appropriate for a
magnetic energy harvester, especially when the load is a DC-
DC converter or a supercapacitor powering a sensor suite. We
will use the resistive load model where appropriate to illustrate
techniques, but the “constant voltage” load will be used to
design and evaluate the behavior of circuits.

The core in the magnetic energy harvester is energized
by a primary winding that is effectively driven by a current
source. The insertion impedance of the harvester transformer
is generally low, that is, the load under observation sets or
commands the current flowing through the primary of the
harvester. Saturation of the harvester core is determined by
the interaction of this primary current with the time and level
of voltage applied to the secondary winding of the harvester.

When a magnetic core is saturated, the secondary side
voltage across the core becomes essentially zero, because
the time derivative of the magnetic flux density in the core
(B) is near zero in saturation. The magnetizing inductance
(referred to the secondary side) is therefore extremely low
during this period, and little power is coupled from the primary
winding. With a high permeability core, when the core is
not saturated, the magnetizing inductance is relatively high,
and significant power transfer can occur to the secondary. The
“transfer window” is introduced in [1] to describe this distinct
region when significant power flow occurs through the core
across the transformer. We develop circuit design methods
based on this concept of the transfer window in order to permit
control and maximization of harvested energy.
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Fig. 1. Circuit representation of the circuit model

III. CIRCUIT MODEL

The Maxwell model discussed in [1] is complete for sim-
ulating a circuit if all the components are described in a
numerical solver. The model provides little intuitive insight,
and requires a custom-designed numerical solver that quickly
becomes undesirable when combined with the behavior of
a proposed power electronic circuit on the secondary that
consists of switching devices. Here, we develop a model for
a magnetically saturating core that can be directly employed
in SPICE. This model will be used to validate experimental
results for our power harvester converters.

A. Circuit Model

We denote a number of windings of the secondary, the
saturation flux density, outer radius, inner radius, and height
of a toroidal core by N , ACORE, BSAT, rOD, rID, and h,
respectively. The flux linkage in the toroidal core of the
magnetic energy harvester can be described as:

Λ(t) = N · h ·
∫ rOD

rID

B(r, t) dr (1)

Here, we approximate the spatial integration by modeling
the core flux density at every radius as equal to the core
flux density at rmid = (rOD + rID)/2. Then, using the same
saturation function as in [1], the expression for the flux can
be approximated as:

Λ(t) ≈ BSAT (rOD − rID)hN

× 2

π
arctan

(
IP sin(ω t)−N · IS(t)

2π rmid α

) (2)

This equation can be written compactly as:

Λ(t) = ΛMAX ·
2

π
arctan

(
N

β
Iµ(t)

)
(3)

using the parameters defined below:

ΛMAX = BSAT (rOD − rID)hN = BSAT ACORE N (4)

β = 2π rmid α = lFLUX α (5)

Iµ(t) =
IP

N
sin(ω t)− IS(t) (6)

By interpreting (6) as a KCL constraint, we can draw a node
with three branches as illustrated in Fig. 1. The first branch
is IP/N · sin(ω t), supplying the current into the node. This
is easily represented by an ideal current transformer with the
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Fig. 2. Circuit model

winding ratio of 1 : N and primary current of IP sin(ω t). The
second branch is IS(t), taking the current out of the node. It
can be treated as a load current. The third branch is the current
remainder, Iµ(t), as we defined. The equation (3) describes
the relationship between current and flux of the element in
the third branch, and we can further develop the relationship
between voltage and current by time differentiation of the flux:

VCORE(t) =
∂

∂t

[
ΛMAX ·

2

π
arctan

(
N

β
Iµ(t)

)]
(7)

The derivative of arctan(x) is 1/(1 + x2), resulting in
a flux relationship in the general form of an inductor. The
inductance is nonlinear and time-varying in an application
with an ac current in the primary winding. This is consistent
with intuition about the core, as, for an unsaturated core with
constant permeability, we would expect the core to appear
from winding terminals as an inductance.

Summarizing branch descriptions, we can present the circuit
configuration as shown in Fig. 2. The circuit model builds from
an ideal transformer and adds a nonideal inductor in parallel
with it, while the Maxwell method has a lumped nonideal
transformer that includes the effects of both. Using either a
nonideal inductor element that supports a flux description, or
a behavioral voltage element, the equation (7) can be directly
used in SPICE with ease. The circuit model is attractive
because it is easier to mix with power electronic components
such as MOSFETs and diodes in SPICE. A concern remains in
determining core loss, which affects the overall performance of
the harvester. A SPICE simulation can track the voltage across
and current through the nonideal magnetizing inductance and
use these waveforms to calculate the area under a B-H curve
as a scaled ratio of the maximum loss presented by the full
hysteresis curve for the materials:

PLOSS = PLOSS-MAX ·
IPEAK

ISAT
· BPEAK

BSAT
(8)

as described in [1]. A circuit simulator can therefore also
accurately model core loss by updating the value of RCORE
with a numerical estimate. Additional loss mechanisms like
conduction loss can also be modeled, e.g., by RWIRE, as shown
in Fig. 2.

In the following sections, we will verify the accuracy of the
circuit model, and introduce circuit design techniques for a
magnetic energy harvester based on this circuit model.



3

TABLE I
CORE PARAMETERS

BSAT 1.190T
PLOSS-MAX 0.125mW

α 2.2
β 0.142

Outer Radius (rOD) 12.25mm
Inner Radius (rID) 8.25mm

Height (h) 9mm
Flux Area (ACORE) 3.6× 10−5 m2

Flux Length (lFLUX) 6.44× 10−2 m

B. Model Accuracy

The accuracy of this circuit model can be verified by
comparison to experimental data and to a full Maxwell model
of the core as described in [1]. Assuming the same core, Vacu-
umschmelze (VAC) VITROPERM 500F W380, the estimated
parameter values, BSAT, PLOSS-MAX, α, β, and dimensional
properties of the core are listed in Table I.

In Fig. 3, four plots are presented to compare the accuracy
of the circuit model to the Maxwell model and the experiment.
Model accuracy is considered with two load types, a resistive
load and a constant voltage load. We tested with different IP
and N configurations. As illustrated in the figure, regardless
of the load type, IP, and N , the circuit model is as accurate
as the Maxwell model, closely tracking the experiment. Ap-
proximations made in the modeling, e.g., uniformity of the
magnetic flux density throughout the core and approximating
the saturation characteristic with an arctan function provide
excellent accuracy for designing energy harvesting systems.

IV. MAXIMIZING THE POWER HARVEST

The duration and level of the voltage applied to the sec-
ondary winding by the harvester circuitry determines when the
flux in the core will build to saturation levels. At a high level,
maximizing the power harvest boils down to the problem of
keeping the core out of saturation for a “best” period of time.
This window or period of time would ideally allow the fixed
secondary current to flow for the longest period of time with
the highest secondary voltage. This time period when current
flows through the transformer action (while the core is not
fully saturated) is the transfer window. Of course, the core
could always be operated so that it never saturates. Figure 3
demonstrates that the unsaturated core, which is in a strictly
linear region in lower RLOAD or VLOAD, always corresponds
to a less-than-maximal power harvest. Permitting the core to
eventually saturate over the course of a primary waveform
cycle provides maximum power transfer. The trick is to time
this saturation to maximize the energy extraction.

Three different circuit techniques can be used to maximize
the extent and precise timing of the power transfer window.
The first involves placing a capacitance in series with the
core before a rectifier stage. The capacitor shapes the flux
developed across the core, and lengthens the transfer window.
The second is to connect the load to the core such that the
middle of the transfer window is aligned with the peak of the
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Fig. 3. Experimental verification of the circuit model

transformer current. At other times, the load is disconnected
from the core, and the core is externally shorted to prevent
itself from accumulating flux. The two techniques cannot be
used at the same time; however each technique is capable
substantially enhancing the power harvest compared to an
unmodified current transformer. The third technique is to use
a rectifier with active gate control instead of passive rectifiers.
If the gate control is available at relatively low cost, e.g.,
from a microcontroller already serving in the sensor system,
active rectification can be use with either one of the first two
techniques.

A. Flux-shaping Capacitor (FSC)

Since the magnetizing inductor is not an ideal inductor, the
load receives power only when the core is not saturated. This
means that the transfer window is active when the magnetizing
inductance appears as a large shunt impedance across the
secondary. To lengthen the transfer window, we seek to reduce
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Fig. 4. The circuit example with flux-shaping capacitor

the volt-seconds applied to this inductor. The volt-seconds
applied to the magnetizing inductance can be reduced by
placing a capacitor CF in series with the load. This capacitor
charges during any particular half cycle. During the next half-
cycle, the capacitor is charged with a voltage polarity opposite
to that of the constant voltage load. The net voltage applied to
the magnetizing inductance is therefore reduced, lengthening
the power transfer window and increasing the power delivered
to the load.

When CF is added to the circuitry, we can no longer obtain
a simple expression for the maximum power harvest point,
as presented in (19) of [1]. Instead of finding an analytical
solution, we develop an insight by analyzing the core behavior
in a qualitative way. In Fig. 4 (a), where the current flows
to the left, the current charges up the flux-shaping capacitor,
increasing VCF(t) until the core is saturated. When the core
is saturated, the voltage across the magnetizing inductance
becomes zero, preventing the transformer current from going
into the load. At this instant, depending on the voltage across
CF, the diodes may either all turn-off or briefly switch to the
alternate conduction path. If VCF(t) is higher than VLOAD, then
the current path briefly switches and supplies current from CF
into the load until VCF(t) is equal to VLOAD, at which point the
diodes turn off. This brief period continues power delivery to
the load. If VCF(t) is not higher than VLOAD, the diodes are all
disconnected, keeping VCF(t) constant until the core recovers
from the saturation and reverses the current direction. In the
steady-state, net charge into the flux-shaping capacitor is zero.
Therefore, both positive and negative peaks will have the same
magnitude of ∆VCF/2.

Right after the reversal of the main current path, as illus-
trated in Fig. 4 (b), the voltage across the core starts from
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Fig. 6. Simulation of the flux-shaping capacitor method

VLOAD − ∆VCF/2, whereas it is always VLOAD if we do not
use a flux-shaping capacitor. For a sinusoidal primary current,
VCF(t) is a cosine wave, and, therefore, VLOAD − VCF(t)
becomes convex. This indicates that the transfer window is
lengthened in the tail due to the flux shaping action of the
capacitor. Lengthening the transfer window by a small amount
can result in a great boost in power harvest. Figure 5 illustrates
a simulation example, where the transfer window is visibly
lengthened by a flux-shaping capacitor. To illustrate the effect,
Fig. 5 shows simulated results with an operating point of
IP = 50 ARMS, N = 200, VLOAD = 18 V, and CF = 2.9 µF.
The power harvest is increased by 107.12% compared to the
case with no flux-shaping capacitor.
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In a real design, we need to first find the optimal VLOAD
and CF subject to given IP and N configuration. Since it is
not analytically possible to predict the peak, we swept both
parameters to find the maximum power harvest as in Fig. 6.
The lower plot represents the corresponding CF that yields
the maximum power harvest for each VLOAD. In this example,
we used IP = 6.27 ARMS, N = 200, and nonideal diodes
for the rectifier, which has a diode voltage drop of 0.19 V.
The maximum harvestable power of 48.6 mW without the
flux-shaping capacitor now reaches 66.6 mW, which is a net
increase of 37.04%. However, there is a major issue in this
method that if the RMS of the primary current continuously
changes, for example, in case of periodic motor speed control,
optimal VLOAD and CF for the maximum power harvest also
continuously change, as illustrated in Fig. 7. We used N = 200
for this figure. Changing VLOAD can be accomplished by
connecting a power converter with programmable duty cycle
control as a load.

Two concerns associated with changing capacitance remain.
First, the optimal capacitance spans a wide range as illustrated
in Fig. 7. Second, an attempt to tune the capacitance, e.g., by
selecting a capacitor from a bank of choices, requires a circuit
that can effectively operate with the capacitor in a “floating”
position in the circuit, complicating switch implementation.

If the primary current is extremely low such that the core
never saturates during operation, adding a capacitor in series
with the core, which maintains constant inductance in this
case, can be viewed as a power factor corrector. This makes the
waveform of the load current more rectangular, and results in
higher average current. Due to this effect, the amount of power
harvest is boosted even in the nonsaturated region with the
flux-shaping capacitor, as shown near the initial linear region
in Fig. 6. Since the load is a constant voltage source, the
average power harvest is directly proportional to the average
current, not the RMS current.
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Fig. 8. Transfer window alignment circuit

B. Transfer Window Alignment (TWA)

Alternatively, it is possible to actively control the connection
between the magnetic core and the load, and manipulate the
starting point of the transfer window relative to the zero
crossing of the primary current. This manipulation is possible
because the load voltage is independent of the primary current
for the case of a constant voltage load. Assuming ideal
rectifiers, the duration of the transfer window is:

tSAT =
2BSAT ACORE N

VLOAD
(9)

That is, the core will be saturated if VLOAD is connected to
the core for tSAT seconds, regardless of when the transfer
window begins relative to the primary current. Given this
understanding, the transfer window which permits the greatest
energy harvest corresponds with a window of time when the
primary current is as large as possible. We seek, then, to
align the middle of the transfer window with the peak of
the transformer current, and “short out” the core, reducing
the voltage on the secondary winding to zero, during times
outside the transfer window in order to prevent the core from
developing unnecessary flux. Without a detailed nonlinear
description of the magnetic core, an estimate for the average
power harvest using this transfer window alignment method
is,

PLOAD, avg = VLOAD ×
2

T

∫ T
4 +

tSAT
2

T
4 − tSAT

2

IP

N
sin(ω t) dt

= PTWA ·
sin(J)

J

(10)

where

PTWA =
2 IP ωBSAT ACORE

π

J = ω
BSAT ACORE N

VLOAD
= ω

tSAT

2

(11)

Since sin(J)/J has an asymptote of 1 as J → 0, PTWA is the
maximum value of PLOAD, avg. This indicates that we should
minimize J as much as possible for higher power harvest.
However, J cannot be arbitrarily small, as tSAT would become
proportionally small as well. If tSAT becomes extremely small,
subtle non-ideal effects, e.g., dynamic characteristics (early
recovery) of the magnetizing inductance, dominate, and the
power harvest deviates from predictions and becomes smaller.
In addition, much finer time resolution is required for gate
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control. A practical rule of thumb for design is to select tSAT ≥
T/10, in which case J ≥ 0.314, a suggestion based on our
experimentation with high permeability cores.

Given a core material with known magnetic properties and
size, there are essentially two parameters available to the
designer, N and VLOAD, for minimizing J . Decreasing N
increases the secondary side current and enhances losses in the
switches and diodes. The voltage VLOAD cannot be arbitrarily
high due to the voltage rating of the switching devices in the
rectifier. Raising VLOAD may also incur unnecessary losses
in the digital circuits that would typically form the sensor
and communication load. Therefore, N and VLOAD must be
carefully chosen to minimize J without incurring unnecessary
losses in the rest of the harvester circuit. One aspect that can
aid to loosen the design constraint is that, since minimizing
J has a diminishing return on the amount of power harvest,
we can actually settle at a more reasonable value of J . It
may be tolerable to slightly increase J from the value for a
maximum harvest in order to optimize overall system losses.
For example, we might pick J = 0.6, providing approximately
94% of the maximally achievable power harvest, PTWA, while
reducing the control power and the switching loss of a diode
full bridge rectifier.
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The TWA method requires only two additional switches
after the rectifier, as shown in Fig. 8, and does not require
any on-the-fly component change as was needed for the flux-
shaping capacitor method. In Fig. 8, φ indicates a phase
where we connect the load to the core, and φ indicates the
opposite phase. The simulation, presented in Fig. 9, clearly
illustrates the shifted transfer window. Note both plots in
Fig. 9 are generated with the same time reference. Using
the same IP = 6.27A and N = 200, Fig. 10 demonstrates
the enhancement of power harvest with appropriate transfer
window alignment. The maximum power harvest is much
higher with TWA. Nonideal diodes with a diode voltage drop
of 0.19 V for the rectifier were used to generate Fig. 10. Effects
of nonideal diodes will be discussed in the following section.

The TWA approach drives the core into saturation more
definitively than for the FSC method. As J is minimized for
enhancing the power harvest, tSAT becomes shorter, which
means the core goes deeper into the saturation regime.

C. Rectifier with Active Gate Control

Using either of the above methods, to extract power from
the core, the switching devices in a rectifier must be operated
in accordance with the polarity of the transformer current
so that the current flows only from the core into the load.
Diodes naturally enforce this condition. However, a rectifier
implemented with diodes actually has an unavoidable diode
voltage drop, VDIODE. Because the core is a current-driven
transformer, the load current always sees two diode voltage
drops with no dead time, except for saturation where the
load current is zero. Therefore, the power dissipation in these
diodes must be accounted:

PSWITCH = 2 ILOAD,avg · VDIODE (12)

The core sees VLOAD + 2VDIODE instead of VLOAD alone.
The rectification contributes to the effectively higher core
voltage, so tSAT from the previous analysis is at least slightly
overestimated. Figure 11 illustrates the effect of real diodes in
a rectifier. In this example, we used IP = 6.27A and N = 200;
neither the FSC method nor the TWA method is applied. The
PLOAD vs. VLOAD response with nonideal diodes shifts to the
left due to faster saturation, and is lowered by PSWITCH due to
diode loss. Note that PSWITCH is generally different in every
point along the VLOAD axis, since ILOAD,avg is affected by the
level of core saturation.
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In order to minimize this loss, active rectification can be
used as shown in Fig. 12, which uses transistors instead of
diodes for lower on-resistance. Once the appropriate switching
devices are selected for the correct current path, the cross-
coupled PFET pair reduces the switching loss by one diode
stage loss without any burden on gate control efforts, because
the load voltage connected to the core is also powering the
PFETs consistently with the selected current path. However,
since a FET is a bi-directional device, it cannot block back-
ward conduction, and automatic switching of the current paths
based on the cross-coupled pair itself is not possible. That
is, unless externally controlled (by diodes, for example), the
PFET turns off when |VGS,p| becomes lower than |VTH,p| re-
gardless of the direction of the transformer current. Therefore,
the voltage of the rectifier output will fall until the FET is in
the cut-off region. This leads to power flow from the load into
the core, and significantly undermines the power harvest. For
this reason, cross-coupled pairs in both top and bottom cannot
be used to completely eliminate gate control. (however, if the
core is a voltage-driven transformer, complete elimination of
the gate control is possible by using cross-coupled pairs in
both positions, as shown in [14] and [15]).

This issue can be avoided by applying gate control, φ1
and φ2, to the lower NFET pair. Altenatively, we can place
PFETs as a top pair with controllable gates, and NFETs as
a cross-coupled pair in the bottom with naturally adjusted
gate control signals. To avoid short-circuiting the output of the
rectifier to ground through the FETs, we need to ensure a finite
nonoverlap period between φ1 and φ2. During this period, the
polarity crossover of the transformer current happens, and the
switching of the current paths is automatically handled by the
diodes. If we denote the diode operated duration, the FET
operated duration, and the on-resistance of the FET as tDIODE,
tFET, and Rds-on, respectively, the switching loss can be written
as:

PSWITCH = VDIODE ·
2

T

∫ tDIODE/2

0

ILOAD(t) dt

+Rds-on ·
2

T

∫ tDIODE/2+tFET

tDIODE/2

I2LOAD(t) dt

+ VDIODE ·
2

T

∫ tDIODE+tFET

tDIODE/2+tFET

ILOAD(t) dt

+Rds-on ·
2

T

∫ T/2

0

I2LOAD(t) dt

(13)

where

tFET = min

[
tSAT −

tDIODE

2
,
T

2
− tDIODE

]
(14)

If we apply the proposed active gate control method to the
peak point of the blue graph in Fig. 11, where VDIODE =
0.19 V, and ILOAD,avg = 22.07 mA, the switching loss is
decreased from 8.387 mW to 0.176 mW, which is 97.9% in
reduction. We assumed tDIODE/T = 5% and Rds-on = 0.1 Ω.
Compared to the power harvest with a diode rectifier providing
48.5 mW, the active gate control increases the power harvest
by 16.9%.

Core Model

φ1 φ2

Fig. 12. Rectifier with active gate control
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Fig. 13. φ1 and φ2 controls in two possible cases

Figure 13 illustrates two possible cases of φ1 and φ2 control
based on the circuit of Fig. 12. The upper case illustrates a
situation with sufficiently low output voltage that the core
does not saturate during the entire cycle. The lower case
exhibits saturation. In this case, the transformer current is
going through the left PFET and the right NFET (φ2) in
the first half cycle, and then the right PFET and the left
NFET (φ1) in the second half cycle. When the core goes into
saturation, we need to turn both NFETs off. Otherwise, one
of the PFETs will be turned on due to the NFET providing a
ground, and the saturated core would complete a short circuit
path between the output and the ground by forcing zero voltage
between two drain terminals of the turned-on transistors. Since
this severely harms the power harvest, tFET has a limit value
of tSAT − tDIODE/2 in saturation. To incorporate this with a
nonsaturating case, the min function is used in (14).

V. CONCLUSION

This paper has presented a core model for accounting
for saturation behavior in magnetic energy harvesters. The
model is suitable for use in circuit simulators like SPICE.
Appropriate model simplifications ease computational burden,
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and the model continues to show excellent accuracy across
various IP and N configurations, and on two different load
types. This remains true even for cores with a large ratio of
outer radius to inner radius.

Three techniques can be used to enhance the extraction of
energy from a magnetic core. The first involves a flux shaping
capacitor. This capacitor, in series with the core, shapes the
flux accumulation of the core in a convex manner, lengthening
the transfer window. The second approach uses switches to
align the transfer window with the peak transformer current.
By exploiting the core’s indifference to the starting point of
the transfer window, the load can be connected to the core
when the load can receive the maximum power during the
transfer time segment. The third technique uses active recti-
fiers to minimize losses where appropriate for the harvester
application. This reduces the switching loss, and realizes the
circuit environment as if we have ideal diodes with which we
have done the transfer window analysis.

In practice, the harvester is likely to face one of three cases
for the primary current. First is when the RMS current in the
primary side is well-defined, and does not change much. In
this case, a fixed flux shaping capacitor can be used reliably,
eliminating control effort. Second, the primary current may
exhibit substantial change over time, and a microcontroller is
likely to be available as part of the sensor package powered by
the harvester. In this case, the TWA method permits adaptive
control of the transfer window to optimize power transfer,
much like finding the maximum power point for a solar panel.
Of course, if a controller cannot be deployed, a basic rectifier
can be used without enhancement to harvest some power.
Combinations of the three methods presented here may also
be desirable in some primary current profiles.
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