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Abstract— Typical “last quarter mile” power distribution
employs a radial network of electrical panels, feeders, and
subpanels. Monitoring and fault localization on radial grids
are relatively straightforward, as feeder connections to a panel
provide a convenient single-access point for measuring current,
voltage, and aggregate power. When multiple generating sources
feed a local grid to provide redundancy or flexibility in the
integration of diverse sources, a ring bus may be employed to
power a mix of radial subnetworks. Monitoring individual loads
from measurements made on a ring bus requires the combination
of multiple measurements. These measurements must be precisely
synchronized. In many cases, wireless time synchronization may
be difficult to transmit, and wired time synchronization may
be impractical to retrofit. In these scenarios, the power system
itself can be used to align the data. This article introduces
practical techniques to time-align measurements collected on a
ring bus in order to monitor individual load power consumption.
Marine microgrids are used to illustrate the presented time-
alignment algorithms, and the results are demonstrated on ring-
bus microgrid hardware.

Index Terms— Microgrids, non-intrusive monitoring, power
monitoring, ring bus, time synchronization.

I. INTRODUCTION

IN A radial power-distribution network, a source delivers
power from the “root” of a collection of loads organized

in a tree structure. Protection is relatively straightforward,
typically based on calculation of available short circuit current
calculated using line and system impedances. Load monitoring
is also relatively easy: since power flows “out” from the source
to a network of loads, one sensor on the “trunk” of the tree
nonintrusively captures all power events.

Alternative distribution architectures are desirable in sit-
uations with diverse sources and a requirement for high-
reliability, fault-tolerant operation. For example, the increase
in distributed energy resources has increased the interest
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in dc ring microgrids, which provides increased reliability
and efficiency by reducing power conversion stages [1]–[3].
Many naval vessels employ ring-bus distributions to provide
redundancy and protection in the event of a failure [4].
Ring distribution loops the service from a source (or several
different sources) through a collection of loads and back to
the source. The ring can support ac or dc distribution and can
combine sources with differing types and capacities. Interlock-
ing rings can be separated or joined to form a larger network or
microgrid with enhanced flexibility for interconnecting power.
Since a ring bus can provide power in any direction on the
ring or rings, a fault can be isolated while preserving services
for vital loads. The variety of power transfer paths offers
significant flexibility for maintenance, fault protection, and
failure response.

Path multiplicity complicates automatic relaying or pro-
tection on a multiring system [5]–[8]. Therefore, complex
monitoring systems may be necessary for mission-critical
ring microgrids to measure ring voltages and currents in
order to identify and isolate faults [7]. Unfortunately, this
instrumentation does not naturally provide power consumption
information for loads or systems, as the power provided
to a load may arrive over multiple paths. Additional load
monitoring hardware [such as a nonintrusive load monitor
(NILM)] is typically installed on service panels at the root
of radial networks fed by the ring [9].

These extra sensors for load monitoring should be unnec-
essary. With data from a fully instrumented ring bus, it is
simple in principle to apply Kirchoff’s current law (KCL) on
the known grid architecture to determine the current flowing
into radial distribution service panels further down the grid.
However, the time alignment of each meter’s data must be
ensured to accurately reconstruct load power consumption.
This is especially important for capturing load transients over
hundredths or tenths of a second. Transient signatures serve as
fingerprints that permit the recognition and disaggregation of
load behavior. Power to a load delivered from multiple paths
must be reconstructed from multiple measurements. Synchro-
nization errors in data collection will distort transient shapes.

Clock synchronization is a challenging and heavily
researched task for applications requiring meaningful sensor
fusion, such as phasor measurement units (PMUs) [10]–[12].
Device-level time synchronization of PMUs typically relies
on a reliable synchronizing signal, such as a clock derived
from the global positioning system (GPS) [13]. In many
smart meter applications, it is assumed that the measurements
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are synchronized. However, unlike PMUs, many smart meter
measurements are not actually perfectly synchronized [14].
In practice, there may be significant time differences, which
reduces the quality of the desired output [15]. Weak signal
reception makes GPS and other wireless signals difficult to
apply indoors [11]. For example, wireless synchronization
solutions may be effectively impossible on small microgrids
serving metal-hulled marine vessels [16], [17]. Synchroniza-
tion is further complicated by drift due to temperature, electro-
magnetic interference (EMI), and vibration, all of which can
affect the accuracy of digital clocks [12]. A wired and shared
clock signal can synchronize different measurement systems,
but this approach may be expensive to retrofit.

Reliable time alignment signals can be derived from the
power system itself. This article explores a ring-bus microgrid
similar to that found on many marine vessels. Techniques
are developed for time-aligning and resolving the KCL sums
in any part of the network. This “preprocessing” makes it
possible to nonintrusively monitor collections of loads strictly
from measurements made along the ring bus. That is, signals
that are likely already available for protection and relaying
on the ring can be used to monitor the grid loads in detail.
Demonstrations of the proposed algorithms are presented on
hardware.

II. RING BUS: SHIPBOARD EXAMPLES

The monitoring methods discussed in this article apply
to any electrical distribution system with path multiplicity.
Marine microgrids serve to illustrate our hardware and algo-
rithms, but the approaches described here are applicable
on any grid with path multiplicity. Ships use a variety of
ring distribution systems to power vital loads, such as fire
pumps, communications, and emergency lighting. For most
commercial ships, simply having multiple generators can sat-
isfy redundancy requirements, and system monitoring can be
performed by meters on each generator. For military ships
and certain commercial ships, such as dynamically positioned
ships, interconnected switchboards are required to prevent loss
of power from a failure.

On a naval vessel, the ring-bus distribution provides pro-
tection in the event of failures of entire switchboards or
machinery rooms [4]. Vital loads are fed from two different
switchboards via automatic bus transfers (ABTs). Because a
switchboard or vital load can receive power through more than
one path, power continuity and reliability are increased [18].
An example ring bus similar to that found on United States
Coast Guard (USCG) National Security Cutters is shown in
Fig. 1. Larger ring buses can be formed. For example, the
Italian aircraft carrier Cavour uses eight circularly connected
generators and switchboard installations [19].

The United States Navy uses an architecture called a zonal
electric distribution system (ZEDS) on newer large ships, e.g.,
on destroyers (DDGs), amphibious transports, helicopter carri-
ers, and aircraft carriers. The ZEDS, a series of interconnected
rings, provides additional ability to isolate different elements
during a fault [20], [21]. Zonal systems, such as the one shown
in Fig. 2, typically use both a port and starboard bus running
the length of the ship, with cross-ties at multiple points that

Fig. 1. Shipboard ring-bus example marked with monitoring locations.

Fig. 2. Shipboard zonal electrical distribution system example.

form multiple rings. Each zone of the ship has at least one
load center (LC) from each bus. The load center powers a
radial subnetwork of loads.

Monitoring capabilities often already exist onboard ships for
oversight of the ring distribution system but not necessarily
for monitoring the status and health of individual pieces of
equipment. Dual use could be made of the monitoring equip-
ment already in place. For example, the ZEDS onboard United
States Navy DDG-51s uses multifunction monitors (MFMs)
for automated failure response. The MFMs observe the current
and voltage at each switchboard bus tie and generator breaker,
and communicate via a dedicated information network with
each other to execute a coordinated shunt response to system
faults [22], [23]. The voltage and current data collected by
one MFM are translated to events or flags and are not used
directly in calculations by any other MFM, thus avoiding time-
alignment challenges [24]. Adding a time-alignment capability
would allow MFM hardware, or other sensors already in place,
to function as a load monitor.

For demonstration, a ring-bus distribution system was con-
structed for this article with a delta-configured bus. Each
“meter,” shown as blue circles in Fig. 1, consists of a
data acquisition (DAQ) device fed by three LA-55 current
sensors and three voltage connections, one for each phase.
The DAQ samples current and voltage waveforms at 8 kHz
and preprocesses the data to compute real power (P) and

Authorized licensed use limited to: MIT. Downloaded on August 09,2024 at 17:27:52 UTC from IEEE Xplore.  Restrictions apply. 



MILLS et al.: POWER MONITORING BEYOND RADIAL DISTRIBUTION NETWORKS 3504309

reactive power (Q) at an output frequency equal to the system
frequency of 60 Hz [25]. All seven DAQs communicate with
a single computer that collates and time aligns this data to
calculate power consumption for each switchboard.

With meters positioned to monitor all sources of power
and all paths between switchboards, the power demand of
each switchboard can be uniquely determined. Treating each
switchboard as a “node,” we construct the KCL matrix for
the power system and sensor arrangement. Accounting for
the polarity of the sensors shown in Fig. 1, a preprocessing
matrix transforms measured ring-bus currents into switchboard
currents and also total current provided by all of the generators
to the ship. The monitoring system performs these calculations
for each phase φ ∈ {A, B, C}

⎡
⎢⎢⎣

Iswbd1,φ

Iswbd2,φ

Iswbd3,φ

Iship,φ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 0 0 −1 1 1
1 0 −1 0 1 0 0
0 1 1 1 0 −1 0
1 1 0 1 0 0 1

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

IMeter1,φ

IMeter2,φ

IMeter3,φ

IMeter4,φ

IMeter5,φ

IMeter6,φ

IMeter7,φ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

where IMeter1,φ, . . . , IMeter7,φ are the individual line currents of
Meters 1–7 in this example. Since the power entering a node
equals the power leaving that node, (1) can be applied for the
P and Q for each phase. The matrix reflects the orientation and
placement of the sensors and distribution system. If the system
includes ring transformers that change the voltage, appropriate
entries of the matrix can be scaled by the transformer turns
ratio prior to applying KCL. A matrix can be built for both
delta and wye configurations, provided that all sensors are
measuring entirely either delta or wye wires. In the case of
a system using a delta-wye or wye-delta transformer, each
measured wye line current is related to a delta phase current,
which is associated with two measured delta line currents, and
all measurements must be converted to a uniform wye or delta
set prior to applying KCL. The same wye-delta conversion will
also be applied to each meter’s P and Q measurements prior to
summing. For four-wire wye systems, a neutral current sensor
is unnecessary, as the neutral current in a wye system is only
a result of phase current imbalances and does not change the
power calculations. The neutral current can be calculated by
summing the individual line currents.

III. SYNCHRONIZATION

DAQs collecting sensor measurements operate with an
internal clock for sampling data. However, these clocks have
limited accuracy, and the actual frequency of the clock may
not precisely match a specified frequency. A time offset can
appear between different DAQs. This causes drift in the KCL
calculations that grow over time if left uncorrected. That is,
if the meter sampling rates differ slightly, there also exists a
time offset error that integrates over time. This offset must
be continually corrected. This complicates applying (1) to
recreate the ship total or switchboard powers. The DAQ used
for testing, a LabJack UE9, has a rated maximum clock error

Fig. 3. Readings from all meters at beginning of data capture and after 24 h.
(a) At start of data capture. (b) After 24 h.

of ±30 ppm [26]. Thus, the total error in one day can be up
to 2.6 s. A test was run on the ring-bus setup in Fig. 1 with
all power sources paralleled and the ring intact (and, thus, all
seven meters reading a portion of the power stream), in which
a resistive load on Switchboard 3 was cycled multiple times
at the start of the test and again 24 h later. At the start of
the test [see Fig. 3(a)], all the meters are aligned within a
few samples of the 60-Hz sample points; however, after one
day [see Fig. 3(b)], the meters have drifted, the furthest two
being 2.3 s apart.

These time offsets between meters cause errors when
computing KCL with (1), in particular, creating “artificial”
transients (i.e., numerical artifacts due to time-alignment errors
that could be misinterpreted as transient events) or distorted
transients in the calculated switchboard power waveforms.
Artificial and distorted transients are especially pronounced
during load events, e.g., when a load turns on or off, and
during changes in the generator configuration. If misaligned,
a load event on a switchboard will be distorted and possibly
unrecognizable in the KCL recreated power stream. The same
load event also results in artificial transients in the other
switchboards in the system with common meters. In one
demonstration, for example, power is provided to the ring
from two paralleled sources, Gen 1 and Shore, while a 250-W
resistive load cycles on Switchboard 1, and a constant 90-W
heater operates on Switchboard 2. Fig. 4(a) and (b) shows
the reconstructed switchboard aggregate power without and
with correction for the time shift, respectively. Without time
alignment, both the on and off transients on Switchboard 1
are distorted. At the same time, the time misalignment causes
power to be incorrectly attributed to Switchboard 2 and
Switchboard 3 when KCL is performed. In contrast, when
correctly aligned, Switchboards 2 and 3 show correct, con-
stant steady-state values of 90 and 0 W, respectively, and
Switchboard 1 shows clean on and off transients.

IV. ALIGNMENT METHODS

An obvious solution is to use an external signal to precisely
align the DAQ meter data. Wireless alignment signals, e.g.,
from GPS or a local substitute, may be difficult to transmit
reliably on a ship, and a wired alignment signal may not
be retrofittable to existing sensors. When an external time-
alignment signal is not practical, the power system itself can be
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Fig. 4. Transient distortion and artificial transients in misaligned power
streams. (a) Without time alignment. (b) With time alignment.

used to align the data. Several different approaches can be used
to “zero in” the alignment of the utility frequency cycles across
the DAQs. Four methods are explored here. The first uses
the voltage waveform zero-crossings to continuously track the
time drifts. This method requires the initial time delay to be
known. The other three methods can determine this delay, can
also be used independently, and rerun periodically to realign
DAQs as they drift. Methods are first explained individually
but can be used together, as detailed in Section IV-E.

A. Zero-Crossing Delay Tracking

The voltage waveform on an ac utility is a classic source
for a time reference; motorized wall clocks, for example,
have been constructed for decades to take advantage of a
reasonably controlled utility frequency for timekeeping. The
zero-crossings of the utility voltage waveform can be used to
continuously track and correct the DAQ time offset. Each posi-
tive zero-crossing is marked and timestamped using the Sinefit
algorithm [25], but, because of individual DAQ inaccuracies,
the timestamps themselves drift. Although each meter may
have a slightly different sample rate, the zero-crossing event
occurs consistently across all meters, making this an ideal
“mile marker” for aligning the data. By simply maintaining
a count of the zero-crossings, the time offsets between meters
can be determined, and the power streams combined perfectly.
Fig. 5 shows the calculated DAQ sample offset drift of each
of the meters in the testbed power system relative to Meter 1.
These drifts can be corrected by updating the timestamps.

The primary obstacle to using voltage zero-crossings for
DAQ alignment arises from the ambiguity in the precise 60-Hz
cycle being observed by a DAQ. We require an approach,
analogous to a “home pulse” on a rotary encoder, which
establishes the initial time delays between DAQs for correct
relative counting of the different observed DAQ line cycles.
There are many possible approaches for establishing the initial
alignment for zero-crossings.

B. Voltage Correlation Alignment

Regardless of power flow through each meter, the voltage
waveform is universally visible by all of the DAQs. Even a
healthy electrical grid will not maintain a perfectly “stiff”

Fig. 5. DAQ sample offset drift continuously tracked with voltage zero-
crossings.

Fig. 6. Voltage frequency and amplitude from a USCG ship while underway.

voltage at all times, resulting in variations in both voltage
amplitude and frequency. Microgrids are particularly suscepti-
ble to disturbances. These variations can be used as serendip-
itous events and patterns that provide alignment markers. The
voltage frequency and amplitude are automatically calculated
by the Sinefit algorithm [25], which uses successive four-
parameter sine wave fitting to fit an observed voltage to the
functional form

v[n] = A · sin

(
2πn

f0

fs
+ φ0

)
+ C (2)

where A is the amplitude, f0 is the line frequency, fs is the
sampling frequency, φ0 is the phase angle, and C is the offset.
For example, Fig. 6 shows the voltage frequency and amplitude
data collected by two independent meters installed onboard a
USCG ship, monitoring two separate subpanels (PORT and
STBD). These data are taken while the ship is underway
and the ship’s grid is being powered by a ship service diesel
generator (SSDG). Because of the limited generation capacity
and finite inertia of a shipboard microgrid, there are frequently
small fluctuations in supply frequency. A readily apparent time
offset exists between the sample streams of these two meters.

The ring-bus demonstrator used for our laboratory testing
draws power from a terrestrial grid, operating with a relatively
stiff voltage waveform, but, even still, there are small voltage
amplitude and frequency fluctuations as a result of changing
loads on the grid. These “events” in voltage frequency and
amplitude can be used to time-align the DAQ data. Fig. 7
shows the voltage frequency for two meters on the ring-bus
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Fig. 7. Patterns visible in utility voltage frequency used for time alignment.
(a) Frequency pattern over 10-min window. (b) Frequency pattern zoomed to
1-min window.

demonstrator; the pattern can be matched by cross correlation.
The time window chosen for cross correlation needs to be large
enough for these patterns to become visible. For a “stiffer”
grid, the noise [as shown in Fig. 7(b)] in the frequency stream
may dominate over smaller time windows and cause a loss
of precision. Alignment of the ring-bus demonstrator using
the grid was able to identify all meter delays to within one
sample of the correct delay value. This precision may vary
for different grids; thus, this method should be tested on the
specific utility voltage waveform prior to use.

For a signal s[n] observed by at least two DAQs, e.g.,
a utility voltage waveform, the measurement from the two
meters x[n] and y[n] can be described as

x[n] = s[n] + n1[n]
y[n] = s[n − D] + n2[n], 1 ≤ n ≤ N (3)

where D is the unknown delay, n1[n] and n2[n] are the noise
of the two meters (assumed to be uncorrelated), and N is the
number of samples. To time-align these meters, or a larger
collection of DAQ meters, one stream is chosen as the base
stream x[n] and the delay D must be found for the remaining
six meters with respect to x[n]. The estimated delay D̂ is
where the cross correlation of x[n] and y[n] is maximized [27]

D̂ = max
τ

Rxy(τ ), Rxy(τ ) =
N∑

n=1

x[n]y[n + τ ] (4)

where τ is the time shift applied to the shifting meter y[n]
during the correlation process and ranges across the correlation
window (τ = 1, . . . , N).

C. Adjacent Power Event Alignment

Observed load on and off events in the power stream can
be used for time alignment. Transient events in the power
stream are generally much larger and easier to detect than
voltage variations. This approach requires identifying events
in different meter power streams that are a result of the same
physical event. Power flow is not uniformly or consistently
distributed across all meters because different bus configura-
tions shift the direction and amounts of power flowing around
the ring bus. Thus, because it is not guaranteed that each meter
is seeing all of the same events and because the power seen by
each meter is not the same, the correlation-based method for
voltage correlation alignment cannot be used here. Instead, an
edge detector or change-of-mean detector is used to find the
locations of on and off events in each power stream [28], and
corresponding events between each meter are used to calculate
the needed time-alignment shift. To determine corresponding
events between meters, an assumption needs to be made about
the maximum time shift that can occur between two meters.
For example, if alignment is conducted immediately after the
DAQs are activated, the maximum drift is bounded, e.g., to
ten samples, or 1/6th of a second, based on the known DAQ
hardware drift.

Using an edge detector to find the locations of all transient
peaks in a given time window, a meter has a set of detected
events E = {E1, . . . , EM} with corresponding sample indices
{m1, . . . , m M}, and a second meter has a set of detected
events F = {F1, . . . , FN } with corresponding sample indices
{n1, . . . , nN }. The goal is the find the intersection of events,
E ∩ F . For each event in E with index i , the distance to the
closest event in F is calculated

di = min(mi − n j ), j = 0, . . . , N . (5)

The delay is estimated as the mean distance d̄ using all di ≤ B ,
where B is the bounded maximum drift (ten samples in our
testing)

D̂ = mean(di) ∀ i where |di | ≤ B. (6)

It is assumed that, when d > B , the event in E has
no corresponding event in F , and the event is discarded.
To minimize these discarded data, the meter with the maxi-
mum number of events provides the reference set of events E .

D. System Power Reconstruction

Alignment can also be performed by focusing on the end
goal: no “artificial transients” in the calculated switchboard
power stream. One meter is chosen as the reference meter, and
data from the other meters surrounding that switchboard are
shifted in time across a range of delay values τ . For each com-
bination of delays, the estimated switchboard power stream is
calculated by combining the meter power streams, using the
relevant part of (1). Taking each recreated switchboard power
stream P , a first-order difference filter is applied to generate
an event stream

�P[n] = P[n] − P[n − 1]. (7)
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Fig. 8. Reconstructed switchboard event stream used for alignment by
minimizing data points outside the threshold. (a) Incorrect delay values (τ );
all four meter events misaligned. (b) Correct delay values (τ ); all four meter
events aligned.

If the meters are aligned, individual physical events seen by
each meter will overlap in the reconstructed switchboard event
stream, showing as a “single” event. However, if the meters are
not aligned, individual physical events from each meter will
be distanced from each other, appearing as “multiple” events
in the switchboard event stream.

The four meters surrounding Switchboard 3 are used as an
example here. A resistive load is cycled on and off, which
results in a large positive peak at turn on followed by a large
negative peak as inrush current fades and a negative peak at
the turn-off event. Fig. 8(a) shows the event stream when
the four meters of Switchboard 3 are not aligned. The four
meters all see the same event, but summing the misaligned
streams creates four separate peaks for the on-event and four
separate peaks for the off-event in the event stream. In contrast,
Fig. 8(b) shows that the time-aligned meters result in a single
on-event and off-event. The event stream with the correct
alignment will have the fewest event peaks. Choosing an
appropriate threshold to filter out the noise (5 W in Fig. 8), the
number of samples that fall outside this threshold is counted.
The delay values yielding the minimum number of samples
outside the threshold yield the correct alignment.

For example, for a three-meter system, the reference stream
is given as w[n], and streams x[n] and y[n] have unknown
delays Dx and Dy . Then, C is calculated as the number of
event stream samples outside the threshold γ for a range of
delay values. The estimated delays D̂x and D̂y are the delay
values (τx , τy) that minimize C

D̂x , D̂y = min
(τx ,τy )

C, C =
∑

n

{
1, |�P(τx ,τy )[n]| > γ

0, |�P(τx ,τy )[n]| ≤ γ.
(8)

The values of C for a three-meter alignment over a
40-sample delay window is shown as a color plot in Fig. 9.
Each axis represents the delay applied to each meter, shown
as the number of samples one meter is shifted. The color plot
makes clearly identifiable lines appear where two of the three
meters align. In Fig. 9, A shows the minimum line where the
x meter aligns with the w meter, B shows where the y meter
aligns with the w meter, and C shows where the x meter aligns
with the y meter. These three lines all cross at the absolute
minimum point where all three meters align, which, in this

Fig. 9. Count of event stream samples outside threshold for two meters
shifted by time delays (τx , τy ). Minimum lines appear in the color plot where
each meter aligns with the base meter (A and B) and with each other (C).

example, is the point (τx , τy) = (6, 2). This tells us that the
x-axis meter is offset by six samples, and the y-axis meter is
offset by two samples.

This method is not limited to aligning three meters; addi-
tional meters simply add more dimensions. The largest number
of meters aligned in our laboratory testing was four, as both
Switchboard 3 current/power and total ship current/power
calculations require up to four meters to reconstruct. The
computation increases as larger windows and more meters are
aligned as O(mn−1), where m is the range of time delays tested
and n is the number of meters being aligned. Distribution
systems with more meters involved in reconstruction calcu-
lations will require drastically more computation. While this
method will work for large offsets, it is preferable to use this
method in smaller windows where meters are already known
to be in close alignment to keep m low. Further research could
optimize computations by searching for local minimums along
several rows and columns, finding these partial alignment lines
to point toward the complete alignment at the global minimum.

Once the meters surrounding each switchboard have been
aligned with their neighbors, each switchboard can be aligned
with the other switchboards by using common meters. The
meters on the bus ties between switchboards are used in both
switchboard alignment calculations and serve as intermediaries
to calculating the total alignment of the system. Each bus
tie meter reveals the delay of one switchboard relative to
another switchboard, allowing all meters to be adjusted to align
with one base meter. Alternatively, interswitchboard alignment
can be found by performing this method using the meters
of all online generators, reconstructing the total ship power
instead of switchboard power. This will only align all three
switchboards if all three generators are paralleled.

E. Method Choice

Each of these time-alignment methods has strengths and
weaknesses when aligning several meters and can be combined
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Fig. 10. Shipboard ring-bus demonstrator. Incoming power (H) splits into
four power sources, (A) Gen 1, (B) Gen 2, (C) Gen 3, and (D) shore power,
which feed three switchboards, (E) SWBD 1, (F) SWBD 2, and (G) SWBD 3.
Current measurements are from the blue LA-55 current sensors.

to achieve greater certainty. The zero-crossing method can
perfectly track the time-drift but relies on knowing the initial
offset, which must be found through the other methods. The
voltage correlation alignment method can be used to determine
the offsets even in the absence of load transients. Voltage
correlation alignment can also be used to quickly recover from
large offsets and can be run periodically to maintain alignment
throughout changing generator and bus configurations.

When load transient observations are available, the transient
or power-based methods can be used. Adjacent power event
(APE) alignment relies on having a known small offset;
otherwise, physical events can no longer be correlated between
different meters. When the offset is bounded, from either
zero-crossing tracking or voltage correlation alignment, the
power stream events can be used for finding the exact cycle-
count integer offset. Another way to keep the offset small
is to periodically restart the data capture. The system power
reconstruction (SPR) can recover from large offsets, but com-
putation time increases as the alignment window grows.

Particularly when used in combination, these methods pro-
vide strong data integrity for alignment. Prolonged periods
without power transients reduce opportunities for employing
some of the methods, but precise alignment of meters is only
necessary when transients occur, as performing KCL using
steady-state levels will not produce “artificial” transients.

V. EXPERIMENTAL VERIFICATION

To demonstrate the monitoring capability of switchboards
fed by a ring bus, a ring-bus demonstrator was built and
tested (see Fig. 10) following the USCG National Security
Cutter schematic of Fig. 1. The test system emulates three

Fig. 11. Generator power streams during the test.

Fig. 12. Calculated switchboard power streams during the test.

ship service generators and a shore power connection, splitting
incoming three-phase power into four different paths [29].
Relays serve as generator ties and breakers on the ring bus.
A collection of L22-30 receptacles represent the switchboards,
capable of providing power to load centers.

The time-correction methods were tested on the shipboard
ring-bus demonstrator. For example, a 4-min segment of a test
was run with a three-phase variable-speed motor operating on
Switchboard 1, a 250-W resistive load and an axial fan on
Switchboard 2 and a 250-W resistive load and a centrifugal
fan on Switchboard 3. Various generator configurations were
used to simulate different ship configurations. The various
generator configurations are shown in Fig. 11. For a convenient
visual display, the power is plotted as the total apparent
power provided by each generator tie. DAQ time delays were
calculated using the APE method, SPR method, and voltage
correlation amplitude (VCA) and frequency (VCF) methods.
Using Meter 1 as the reference stream, the relative line cycle
offsets for Meters 2–7 are shown in Table I. All of these
methods calculated the same offsets for all active meters.
Shore power (Meter 4) was not paralleled during this test;
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Fig. 13. Calculated and measured Switchboard 1 power during test
(a) without time alignment and (b) with time alignment, with a zoomed-in
view of a shorter window.

TABLE I

LINE CYCLE SAMPLE OFFSETS

thus, the methods that rely on load transients in the power
stream (i.e., APE alignment and SPR) did not identify an offset
value for Meter 4. However, the meter still recorded system
voltage, allowing the offsets to be determined using volt-
age correlation alignment. Voltage amplitude and frequency
alignment methods calculated two- and three-sample offsets,
respectively, for Meter 4. Since Meter 4 observed no power
flow and no load transients, the offset for Meter 4 does not
affect switchboard reconstruction. The Meter 4 offset would be
correctly computed, as for all other meters in the experiment,
when load events are present.

Fig. 12 shows the calculated power for each of the three
switchboards using the calculated sample offsets. For this test,
an additional NILM meter was installed directly upstream of
each switchboard so that the KCL-calculated power can be
compared and cross-validated to directly measured switch-
board power. Fig. 13(a) and (b) shows the calculated power for
Switchboard 1 compared to the measured power without and
with time alignment, respectively. For the nonaligned scenario
in Fig. 13(a), there are many “artificial transients.” These
are a result of sample offsets between the meters causing

power from Switchboards 2 and 3 to be incorrectly attributed
to Switchboard 1 when KCL is performed. In contrast, the
calculated waveform in Fig. 13(b) matches closely with the
measured power. The root mean squared error (RMSE) calcu-
lation errors in apparent power for Switchboards 1–3 are 3.99,
10.10, and 25.37 VA, respectively. Without time alignment,
the RMSEs for the three switchboards are 28.44, 32.74, and
37.37 VA, respectively.

VI. CONCLUSION

Perhaps, surprisingly given its familiarity, performing a
practical KCL calculation is a challenge that requires precise
time alignment of sensor readings to avoid both distorted
and artificial transients. Experimental results from the ring-
bus testbed demonstrate the feasibility and capability of a
limited power monitoring system to track complex power
distribution systems and loads without external time-alignment
signals. Sources of potential time-alignment errors were iden-
tified and analyzed. The applicability of the time-alignment
methods depends on several factors, such as if the initial
time offset is known, the bounds of the time offset, the
“stiffness” of the power system, and the occurrence of load
transients. The evaluation showed that the combination of
multiple time-alignment methods can provide greater data
integrity. These time-alignment methods allow dual-use of
existing grid sensors or the use of unmodified independent
DAQs to feed data to a computer, which then calculates power
flows around the grid and identifies loads via their on and
off transients. The proposed monitoring system adds value
to the management of energy resources and grid monitoring,
collecting data for condition-based maintenance, electric plant
load analysis (EPLA), fault detection, and failure response.
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